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A combination of multiple gravity-assist and impulsive Delta-V maneuvers is often required for interplanetary and interstellar space missions, such as NASA’s Voyager 1 and 2, Galileo, and Cassini missions. The design of such complex interplanetary missions is difficult with traditional mission analysis techniques because the mission must be prepruned to determine potential trajectories. Prepruning has been necessary because these missions often require the optimization of dozens of variables in a highly nonlinear and discontinuous design space. This process risks pruning nonintuitive solutions, which may potentially contain the optimal trajectory. In this paper, a hybrid optimization algorithm that is capable of determining optimal interplanetary trajectories, including the number of gravity assists and the planetary flyby order, is developed. The hybrid optimization algorithm uses a stochastic genetic algorithm to globally search the design space, as well as traditional nonlinear programming gradient-based optimization tools to determine locally optimal trajectories. By combining the global convergence properties of genetic algorithms with the accuracy of gradient-based solvers, a robust optimization algorithm capable of determining near-optimal solutions for a complex interplanetary space mission is developed.

Nomenclature

\[ \begin{align*}
    & a \quad \text{orbit semimajor axis} \\
    & E \quad \text{orbit energy} \\
    & e \quad \text{gravity-assist eccentricity} \\
    & N_{p0} \quad \text{spacecraft resonant orbit number} \\
    & N_{q0} \quad \text{planet resonant orbit number} \\
    & R_p \quad \text{planetary flyby radius} \\
    & R_o \quad \text{planet radius} \\
    & r \quad \text{radius vector} \\
    & r_p \quad \text{gravity-assist perigee radius} \\
    & r_{p1} \quad \text{radius ratio} \\
    & r_{\text{VNC}} \quad \text{transformation matrix for velocity-normal-conormal frame to ecliptic frame} \\
    & V \quad \text{various velocity vectors in the heliocentric frame} \\
    & w_\text{sc} \quad \text{spacecraft incoming and outgoing velocity vectors with respect to the planet} \\
    & \alpha \quad \text{ascension angle} \\
    & \beta \quad \text{declination angle} \\
    & \gamma \quad \text{B-plane insertion angle} \\
    & \Delta t \quad \text{specified time of flight} \\
    & \Delta V_{GA} \quad \text{variable number} \\
    & \delta \quad \text{gravity-assist turning angle} \\
    & \mu_0 \quad \text{planetary gravitational parameter}
\end{align*} \]

I. Introduction

Since the launch of Sputnik 1, on 4 October 1957, the human race has been driven by curiosity to explore beyond Earth and enter into the solar system. NASA’s Mariner 2 spacecraft, launched on 27 August 1962, was the first successful interplanetary space probe, passing within 22,000 miles of Venus. Since then, a myriad of spacecraft have been launched in an effort to explore our solar system, although only a fraction of our solar system has been explored.

Larger spacecraft and scientific payloads will be required to further explore the solar system. These missions can only be enabled through increasingly complex trajectories, often by the use of a combination of planetary gravity assists, deep-space correction maneuvers, and more recently, low-thrust solar electric propulsion.

To understand the significance of gravity assists and their importance to interplanetary missions, it is important to understand that the classical theories of space travel, as developed by notable rocket pioneers such as Hohmann [1], Goddard [2], and Tsiolkovskii and Petroff [3]. Before the invention of gravity assists, all spacecraft relied entirely on chemical rocket propulsion. This means there was a high-energy barrier, which prohibited exploration mission beyond the Earth’s moon, Mars, and Venus. In essence, the \( \Delta V \) necessary for exploring the solar system beyond our nearest neighbors is simply larger than what is feasible from traditional chemical rocket propulsion.

By the 1950s, initial work in advancing interplanetary trajectories was being performed by many notable orbital mechanics specialists such as Crocco [4], Ruppe [5], Battin [6], Lawden [7], Breakwell and Gillespie [8], and many others. By 1959, Battin [6] developed a method for computing round-trip free-return trajectories using solutions to Lambert’s problem but had stopped short of calculating the trajectories because a mathematical method to represent the three-dimensional flyby trajectory had not yet been developed. In 1961, Minovitch [9] developed a new method to represent three-dimensional conic orbits with two orbital vectors, commonly known as \( e \) and \( h \). With this new method, he was able to develop what is now known as the patched conic method and began to calculate trajectories using gravity assists. Trajectories using gravity assists are able to obtain higher orbital energies than previously possible using only chemical rocket propulsion, opening up new opportunities for further exploration of our solar system.

To this day, gravity assists are commonly used for interplanetary and interstellar missions. A few notable missions that have used gravity assists include Mariner 10, Pioneer 10, Pioneer 11, Voyager 1, Voyager 2, Galileo, Cassini, Rosetta, and Messenger. The Voyager and Pioneer missions used gravity assists to insert the spacecraft on solar system escape trajectories, whereas Mariner 10, Galileo, Cassini, and Messenger missions exploited inner-planetary gravity assists to reach Mercury, Jupiter, and Saturn, respectively, without the need for heavy-lift launch vehicles [10–12]. As missions become increasingly complex, determining feasible trajectories quickly becomes a daunting task.

These types of interplanetary and interstellar mission design problems present significant optimization challenges. They are extremely nonlinear, often with multiple strong basins of attraction in the
neighborhood of optimal solutions, and are discontinuous when the planetary gravity-assist order is varied. The traditional method for solving complex impulsive mission design problems is to have the designer prune the decision space in order to obtain acceptable solutions. However, without robust automated methods to optimize such trajectories, globally optimal solutions may be overlooked by even the most experienced mission designer. Several algorithms have been proposed to automate the optimization for these types of missions. These algorithms are typically broken into two types; two-level and one-level algorithms. Two-level algorithms, commonly known as the hybrid optimal control problem [13–15], typically break the problem down into two subproblems. At the first level of the two-level algorithms, the planetary flyby sequence is optimized using an integer optimization method. At the second level, each trajectory is optimized for each flyby sequence from the first level. The one-level approach combines both the flyby sequence order and trajectory optimization in a mixed integer optimization problem [16–18]. Using the proposed hybrid optimization one-level algorithm, it will be shown that, when used properly, this new algorithm can find optimal or near-optimal solutions in a more efficient manner (shorter runtimes) than other current two-level multiple gravity-assist (MGA) and multiple gravity-assist with deep-space maneuver (MGA-DSM) optimization algorithms.

The proposed hybrid optimization algorithm combines stochastic evolutionary optimization techniques with traditional gradient-based nonlinear programming (NLP) methods in an effort to develop an optimization algorithm that can determine near-globally optimal interplanetary trajectories. The new algorithm is capable of finding near-optimal solutions for complex missions with multiple flybys and impulsive \( \Delta V \) maneuvers, similar to NASA’s Galileo and Cassini missions [19,20]. It is also capable of optimizing the number of gravity assists and planetary flyby order using a concept known as “hidden genes” [17]. The results will be compared with the past Galileo and Cassini missions in an effort to validate both the problem formulation and the hybrid optimization algorithm itself. The ultimate goal is to develop mission design tools that can efficiently and autonomously determine near-optimal trajectories for complex mission architectures.

Two classes of problems are developed and tested. The first are traditional multiple powered gravity-assist (MGA) missions, such as the Voyager or Galileo missions. The second type usually uses multiple gravity assists with the option for a deep-space maneuver during each interplanetary leg of the mission. This mission type is often referred to as the MGA-DSM model and was required for the Cassini mission [12–15,21,22].

II. Problem Formulation

Depending on mission requirements, trajectories can be modeled by either two-impulse or three-impulse trajectories. Missions that do not require large deep-space maneuvers can be modeled with the two-impulse model, commonly known as the multiple gravity-assist model. Missions such as Mariner 10, Pioneer 10/11, Voyager 1/2, and Galileo can all be modeled with the MGA model. These types of missions require far fewer variables than the three-impulse MGA-DSM model, allowing significantly decreased computational costs when compared to missions requiring three-impulse transfers.

The three-impulse, or MGA-DSM, model is an extension of the simple two-impulse model [14,23]. This model simply propagates the orbit by a given amount of time before performing a deep-space maneuver to target the new planet in the trajectory sequence. The purpose of outlining both of these methods is to formulate a way to determine objective functions for the optimization algorithm. The objective functions typically consist of required mission \( \Delta V \), the Earth departure \( V_{\infty} \), the final arrival \( V_{\infty} \), and any other mission constraints. Any permutation of these elements can be used to meet specific requirements for each mission.

A. Multiple Gravity-Assist Model

With the multiple gravity-assist two-impulse model, planetary flybys are modeled using the three-dimensional patched conic method developed by Minovitch [9]. The flyby orbit geometry is defined by the incoming and outgoing spacecraft velocity vectors, which are given by two solutions to Lambert’s problem [24]. This patching results in a powered hyperbolic orbit for each gravity assist that requires a \( \Delta V \) at the perigee of each flyby. It should be noted that the \( \Delta V \) required for each gravity assist is typically driven to a near-zero value, resulting in a free flyby.

For each gravity assist, the incoming and outgoing velocity vectors (in the heliocentric frame) are given directly from solutions to Lambert’s problem [25–29]. The incoming and outgoing velocity vectors, relative to each planet, are then found by subtracting the planet’s velocity from the incoming and outgoing spacecraft (s/c) velocities, given from the solutions to Lambert’s problems as follows:

\[
\begin{align*}
v_{\infty-\text{in}} &= V_{\text{s/c-\text{in}}} - V_{\odot} \\
v_{\infty-\text{out}} &= V_{\text{s/c-\text{out}}} - V_{\odot}
\end{align*}
\]

The perigee radius, which is required to patch the two solutions together, is a function of the incoming and outgoing hyperbolic trajectories as

\[
a = -\frac{\mu}{v_{\infty-\text{in}}} \quad \text{(3)}
\]

\[
a = -\frac{\mu}{v_{\infty-\text{out}}} \quad \text{(4)}
\]

where \( \mu \) is the target planet’s gravitational parameter.

The required turning angle for the gravity assist is a function of the incoming and outgoing \( v_{\infty} \) vectors, defined as

\[
\delta = \cos^{-1} \left( \frac{v_{\infty-\text{in}} \cdot v_{\infty-\text{out}}}{v_{\infty-\text{in}} \cdot v_{\infty-\text{out}}} \right) \quad \text{(5)}
\]

With this model the flyby perigee radius must be equal for both legs of the hyperbolic orbit, as described by

\[
r_p = a (1 - e_{\text{in}}) = a (1 - e_{\text{out}}) \quad \text{(6)}
\]

where \( e_{\text{in}} \) and \( e_{\text{out}} \) are the incoming and outgoing orbit eccentricities. It should be noted that these eccentricities should be greater than one because hyperbolic incoming and outgoing orbits are required to avoid being captured by the planet. The turning angle \( \delta \) can also be represented as the sum of the transfer angles for the incoming and outgoing orbits, represented as follows:

\[
\delta = \sin^{-1} \left( \frac{1}{e_{\text{in}}} \right) + \sin^{-1} \left( \frac{1}{e_{\text{out}}} \right) \quad \text{(7)}
\]

Equations (6) and (7) can be written into a single equation that can be iteratively solved in order to determine the incoming and outgoing eccentricities as follows:

\[
f = \left( \frac{a_{\text{out}}}{a_{\text{in}}} (e_{\text{out}} - 1) \right) \sin \left( \delta - \sin^{-1} \left( \frac{1}{e_{\text{out}}} \right) \right) - 1 = 0 \quad \text{(8)}
\]

The preceding equation, which is a function of the unknown parameter \( e_{\text{out}} \), must be solved with an iterative root-finding method. For this problem, a simple Newton root-find method works well. To start the Newton iteration, an initial value for \( e_{\text{out}} \) of 1.5 works well. In a Newton iteration scheme, a while loop is used until \( e_{\text{out}} \) stops changing within a specified tolerance. The number of iterations should also be monitored, so the process can be terminated if a solution does not converge. The required first derivative of \( f \) with respect to \( e_{\text{out}} \) is...
where alternatively, the proposed hybrid optimization algorithm. Solutions of the MGA objective function(s) can then be found with minimize, such as the initial departure or arrival of the mission. The typical penalty function from Eq. (6). Finally, the

\[ \Delta V_{\text{GA}} = \sqrt{\gamma_{\text{in}}^2 + 2 \mu_\oplus r_p} - \sqrt{\gamma_{\text{out}}^2 + 2 \mu_\oplus r_p} \] (10)

The flyby perigee radius and \( \Delta V \) are functions of the spacecraft’s incoming and outgoing velocities. These are found from solutions to Lambert’s problem, which are a function of planetary positions and time of flight (TOF). The planetary positions are also a function of time, so the only decision variables with this model are the date of Earth departure and time of flight for each additional leg of the trajectory. The final cost function \( C \) for the MGA optimization problem is represented as a function of the decision variables \( X \) as follows:

\[ C = f(X) + g(X) \] (11)

\[ X = [T_0, T_1, \ldots, T_n] \] (12)

where \( T_0 \) is the launch date, and \( T_j \) are the times of flight for each leg of the mission. The typical penalty function \( g(X) \) will be discussed at the end of this section.

The final cost functions are then constructed by summing all of the required mission \( \Delta V \), as well as any other terms the user wishes to minimize, such as the initial departure or arrival \( v_{\text{in}} \). Globally optimal solutions of the MGA objective function(s) can then be found with the proposed hybrid optimization algorithm.

B. Multiple Gravity-Assist Deep-Space Maneuver Model

The MGA model, although simple and easy to implement, is not suitable for all missions. In many situations, allowing deep-space maneuver(s), where a \( \Delta V \) is applied some time during the interplanetary coast arc, results in a significant reduction of the total required spacecraft \( \Delta V \). This implies that the optimal location for mission burns may not be at the flyby perigees. This section outlines the basics of the three-impulse MGA-DSM model [12,13,16,23,30].

The MGA-DSM model consists of three mission phases: Earth departure, gravity assist(s), and the final terminal phase. For the launch phase, an impulsive \( \Delta V \) is applied at the Earth departure radius in a direction defined by the problem variables. The departure velocity vector is defined by three variables: the \( v_{\text{in}} \) magnitude (or, alternatively, \( C_1 \)), and the departure right ascension and declination angles (\( \alpha \) and \( \beta \), respectively). Three additional variables are needed to completely define the departure phase; these are the launch date, time of flight from launch to the first flyby, and the burn index. The burn index \( e \) defines a point along the trajectory in which an impulsive \( \Delta V \) is applied to target the next planet in the trajectory. The burn index can range anywhere between zero and one, although both zero and one represent a simple Lambert solution without an additional correction maneuver. For the actual implementation, a maximum burn index of 0.99 and minimum burn index of 0.01 are used. This is done to ensure the Lambert solution algorithms are able to compute solutions. Directly specifying the departure declination has the added benefit of ensuring that all of the departure trajectories can be flown by a given launch vehicle. This is important because launch vehicles often have lowered \( C_2 \) performance when the departure declination is outside the launch vehicle’s intended range. The spacecraft’s initial state vector at the Earth departure is fully defined by four problem variables (the Earth departure date \( T_\text{launch} \), \( v_{\text{in}} \), \( \alpha \), and \( \beta \)) as follows:

\[ r_{s/c} = r_\oplus(T_0) \] (13)

\[ v_{s/c} = V_\oplus(T_\text{launch}) + v_{\text{in}}[\cos \alpha \cos \beta I + \sin \alpha \cos \beta J + \sin \beta K] \] (14)

From this point, the next step is essentially the same for both the departure phase and gravity-assist phases. The spacecraft’s state vector is propagated forward by a time \( e T_1 \), at which point a deep-space maneuver is applied to target the next planet. This targeting is performed by applying a solution to Lambert’s problem, with the time of flight given by \( (1 - e_1) T_1 \). The \( \Delta V \) required by the deep-space maneuver is the magnitude of the difference between the velocity vector after the orbit is propagated and the initial velocity vector from Lambert’s solution. The spacecraft’s planetary arrival velocity, also given from the solution to Lambert’s problem, is then used for the next phase of the mission.

Each additional gravity assist in the trajectory requires an additional four variables. The required variables include the flyby radius ratio \( r_{\text{ps}} \), the \( b \)-plane insertion angle \( r_i \), the time of flight \( T_i \), and the burn index \( e_i \). The subscript \( t \) is an index specifying individual gravity assists. The radius ratio is multiplied by the flyby planet’s radius to determine the flyby perigee radius as

\[ R_{\text{ps}} = r_{\text{ps}} R_\oplus \] (15)

Because the flyby is unpowered, the incoming and outgoing \( v_{\text{in}} \) magnitudes must be equal as

\[ |v_{\text{in}}| = |v_{\text{out}}| \] (16)

Similar to the MGA model, the incoming velocity vector is given by

\[ v_{\text{in}} = V_{s/c-in} - V_\oplus \] (17)

The orientation of the outgoing velocity vector can be determined from the problem geometry. The flyby orbit’s semimajor axis and eccentricity can be determined as follows:

\[ a = -\frac{\mu_\oplus}{v_{\text{in}}} \] (18)

\[ e = 1 - \frac{R_{\text{ps}}}{a} \] (19)

The flyby turning angle is a function of the flyby eccentricity, given by

\[ \delta = 2 \arcsin \left( \frac{1}{e} \right) \] (20)

The outgoing \( v_{\text{in}} \) direction is determined from the following equation:

\[ v_{\text{in}} = v_{\text{in}}[\cos \hat{i} + \cos \gamma_j \sin \delta \hat{j} + \sin \gamma_j \sin \delta \hat{k}] \] (21)

where \( \hat{i}, \hat{j}, \) and \( \hat{k} \) are the \( b \)-plane unit vectors, defined as follows:

\[ \hat{i} = \frac{v_{\text{in}} \times V_{\text{in}}}{|v_{\text{in}} \times V_{\text{in}}|} \] (22)

\[ \hat{j} = \frac{\hat{i} \times V_{\text{in}}}{|\hat{i} \times V_{\text{in}}|} \] (23)
\[
\dot{k} = \hat{i} \times \hat{j}
\]  
(24)

The final departure velocity is found by adding the current velocity of the planet with the outgoing \( v_\infty \) vector, and it is given by

\[
V_{i/c-out} = v_\infty + V_\odot
\]  
(25)

As with the Earth departure phase, the spacecraft is propagated forward by \( \epsilon_i T_i \) time. The next planet is then targeted with a solution to Lambert’s problem, and the required deep-space maneuver is then calculated.

The terminal phase of the mission can be formulated in multiple ways. The deep-space maneuver that targets the final planet is part of the last flyby, so the only addition to the objective function is typically either the arrival \( v_o \) or a required \( \Delta V \) for insertion into a specific orbit. In the case of the Cassini mission, the orbit about the final planet is defined by a specific periapsis eccentricity and orbit eccentricity.

The final cost function is similar to the MGA model. However, the total number of state variables is significantly increased. As before, \( f(X) \) is the object function (real mission \( \Delta V \), etc.) and \( g(X) \) is a penalty function used to enforce problem constraints. In this case, \( n \) is the number of gravity assists required by the mission. The final cost function representation and the decision variables are defined by

\[
C = f(X) + g(X)
\]  
(26)

\[
X = \begin{bmatrix} T_0, v_{\infty-0}, \beta_0, \epsilon_0, T_1, T_1, \ldots, T_{n+i}, \epsilon_1, \ldots, \epsilon_n, \gamma_1, \ldots, \gamma_n, \rho_1, \ldots, \rho_n \end{bmatrix}^T
\]  
(27)

The objective functions are typically formulated to minimize the total mission \( \Delta V \) or, alternatively, to maximize the final spacecraft arrival mass. An example of a typical objective function, without any constraint penalties, is chosen as

\[
C = v_\infty - 0 + \Delta V_0 + \Delta V_1 + \ldots + \Delta V_n + v_\infty - f
\]  
(28)

where \( \Delta V_i \) is the magnitude of the deep-space maneuvers corresponding a particular planetary flyby.

### C. Problem Constraints

In optimization problems, constraints are often used to help shape the final solution and ensure only feasible solutions are found. When using optimization algorithms, constraints are used instead of hard variable limits. This ensures all possible solutions are continuous and can be optimized with the gradient-based hybrid optimization algorithm.

Common constraints for mission design problems include flyby altitude limits, mission time constraints, and penalties designed to protect against low-velocity flybys. During a low-velocity flyby, the spacecraft would be captured by the flyby planet rather than gaining velocity in the heliocentric frame. These are rare and can typically only occur at the first planet in the flyby sequence. Any additional constraint that helps shape the solution can be added, as long as the constraint values are approximately the same order of magnitude at the intended objective function values. It should be noted that, when using the MGA-DSM model in conjunction with the hybrid algorithm, all of the variables are explicitly constrained. However, low-velocity flybys may still occur.

The MGA model often results in a perigee radius that passes through the planet or close to the planet’s atmosphere. In this situation, a constraint function to move the solution toward more feasible trajectories can be expressed as [13]

\[
g_i(X) = -2 \log \frac{R_\odot}{k R_\odot}
\]  
(29)

where \( k \) is a multiplier used to define how close the spacecraft is allowed to fly by a target planet. For the Cassini mission, a value of \( 1.05 \) is used. However, the Galileo mission had an Earth close approach altitude of 300 km corresponding to a \( k \) value of approximately 1.047.

The next constraint penalizes low-velocity flybys. This method has also been adapted from [13]. Low-velocity flybys are very rare, but solutions should still be protected from these unfeasible trajectories. The orbital energy, about the flyby planet, can be calculated as

\[
E = \frac{\left| v_\infty - 0 \right|^2}{2} - \frac{\mu_\odot}{R_\odot}
\]  
(30)

For the flyby orbit to be hyperbolic about the planet, \( E \) must be greater than zero. However, the sphere of influence model is an approximation, so an additional 10% margin on the incoming velocity is added. A simple penalty that is scaled inversely to the flyby velocity is used. For relatively large \( v_\infty \) values, the penalty is near zero and is small compared to the overall cost function value. Alternatively, for very low \( v_\infty \) values, the penalty is large enough to influence the final shape of the solution. The flyby orbital energies, adjusted for the 10% margin and final constraint, are calculated using the following two equations:

\[
E = \frac{0.9 v_\infty - 0}{2} - \frac{\mu_\odot}{R_\odot}
\]  
(31)

\[
g(X) = \begin{cases} 0 & E \geq 0 \\ \frac{1}{\left| v_\infty - 0 \right|} & E < 0 \end{cases}
\]  
(32)

Additional penalty constraints can be added to shape the solution as desired. For MGA and MGA-DSM missions, the final constraint function is represented as the sum of each individual constraint by

\[
g(X) = \sum g_i(X)
\]  
(33)

### D. Constructing Resonant Orbit Flybys

Resonant orbits can occur when an MGA mission visits the same planet consecutively. If the required time of flight is such that the spacecraft returns to the same point for two flybys, then solutions to Lambert’s problem are unable to determine a sufficient orbit. When this happens, the method outlined in this section is used to calculate the first gravity assist’s outgoing velocity \( v_o \) and second gravity assist’s incoming velocity, \( v_\infty \). The method outlined in this section is similar to [31].

If the transfer orbit period \( \Delta t \) is within \( \pm 2 \) days of a resonant orbit, then the resonant orbit method outlined in this section is used to replace the solution to Lambert’s problem for the arc between the two planetary flybys. A resonant orbit is tested for as follows:

\[
\left| \Delta t - \frac{N_c T_\odot}{N_\odot} \right| \leq 2 \text{days}
\]  
(34)

where \( T_\odot \) is the orbital period of the flyby planet, and \( \Delta t \) is the required period for the transfer orbit between the two flybys. To be a resonant orbit, the transfer orbit time of flight must be an integer number of the planetary period \( T_\odot \). This is represented by the two integers \( N_c \) and \( N_\odot \), where \( N_c \) ranges from two to three and \( N_\odot \) ranges from one to two are checked. This allows for a wide range of resonant orbits to be checked: from 2:1 up to 3:2.

From the required transfer orbit time of flight \( \Delta t \), the heliocentric semimajor axis is determined as

\[
a = \left( \frac{\Delta t^2 \mu_\odot}{2 \Delta t} \right)^{1/3}
\]  
(35)

where \( \mu_\odot \) is the gravitational parameter of the sun. Care should be taken to ensure all parameters are in the correct units.
From the semimajor axis, the magnitude of the heliocentric spacecraft velocity after the first gravity assist is calculated as follows:

$$v_{\infty}^{GA1} = \sqrt{\mu_{sun} \left( \frac{2}{r_{\infty}^{GA1}} - \frac{1}{a} \right)}$$  \hspace{1cm} (36)$$

where the superscript $GA1$ indicates a parameter to describe the first flyby orbit, and $r_{\infty}^{GA1}$ is the planets radius at the time of the first flyby.

To compute the B-plane parameters of the first flyby two angles, $\theta$ and $\phi$ are used. The geometry of the velocity vectors after the first flyby is shown in Fig. 1. From the problem geometry, $\theta$ can be calculated from the law of cosines:

$$|v_{\infty}^{GA1}|^2 = |v_\infty|^2 + |V_{\theta}^{GA1}|^2 - 2 |v_\infty| |V_{\theta}^{GA1}| \cos \theta$$  \hspace{1cm} (37)$$

This method requires unpowered gravity assists where

$$|v_\infty| = |v_{\infty}^{GA1}| = |V_{\theta}^{GA1}| = |v_{\infty}^{GA2}|$$  \hspace{1cm} (38)$$

where $v_\infty$ is the planet's velocity at the time of the orbit, $v_{\infty}^{GA1}$ and $v_{\infty}^{GA2}$ are the incoming and outgoing velocities, respectively. The variable $\phi$ is then used as the additional variable to define the flyby geometry.

Figure 1 shows there are infinitely many possible $\phi$ angles that would place the spacecraft into a resonant orbit. For this method, $\phi$ is then varied to determine possible transfer orbit geometries. The initial outgoing velocity vector, as a function of $\phi$, is given as

$$v_{\infty}^{GA1} = v_\infty [\cos(\pi - \theta) \hat{j} + \sin(\pi - \theta) \cos \phi \hat{k} - \sin(\pi - \theta) \sin \phi \hat{i}]$$  \hspace{1cm} (39)$$

The outgoing velocity vector is expressed in a velocity-normal-conormal (VNC) reference frame, which varies with the orbit of the flyby planet. By transforming this vector from a VNC frame to the planetary ecliptic frame, the outgoing velocity is expressed in a reference frame that does not vary over time. The transformation matrix to transform the $v_\infty$ vector to the planetary ecliptic frame is expressed as

$$T^{VNC}_{ecl} = [\hat{V} \hat{N} \hat{C}]$$  \hspace{1cm} (40)$$

where $\hat{V}$, $\hat{N}$, and $\hat{C}$ are defined as

$$\hat{V} = \frac{V_\theta}{|V_\theta|}$$  \hspace{1cm} (41)$$

$$\hat{N} = \frac{R_\theta \times V_\theta}{|R_\theta \times V_\theta|}$$  \hspace{1cm} (42)$$

$$\hat{C} = \hat{V} \times \hat{N}$$  \hspace{1cm} (43)$$

The incoming velocity for the second flyby, adjusted for slight variations in the planet’s velocity, in the ecliptic frame is given as

$$v_{ecl-in}^{GA2} = v_{ecl-out}^{GA1} + v_{\infty}^{GA1} - v_{\infty}^{GA2}$$  \hspace{1cm} (44)$$

At this point, the incoming velocity is converted back, with the transformation matrix, to give the incoming velocity vector in the VNC frame. With $v_{\infty}^{GA1}$ and $v_{\infty}^{GA2}$ vectors now known, the algorithm computes the trajectory in the same way as the MGA trajectories.

The algorithm used to replace the solution to Lambert’s problem for the resonant orbit flyby is given in the following. For this algorithm, one variable, $\phi$, is required to define the trajectory for each resonant orbit. A maximum of two resonant orbits are allowed, resulting in two additional decision variables to be optimized. If a resonant orbit is not encountered, the two variables are treated as hidden genes, as described in the following section. Because the resonant orbit results in an unpowered flyby, there is no direct contribution to the objective function from the first resonant insertion gravity assist.

The nonlinear perigee flyby radii constraints, as outlined in the previous section, are used to shape the solution and ensure the resulting trajectory does not pass too close to the planet during either close encounter.

1) Inputs are $v_{\infty}^{GA1}$, $v_{\theta}^{GA1}$, $v_{\infty}^{GA2}$, $v_{\theta}^{GA2}$, and $\phi$.
2) Compute the incoming and outgoing velocity $v_{\infty}^{GA1}$, $v_{\theta}^{GA1}$ for the resonant orbit.
3) Compute $\theta$ and the outgoing velocity $v_{\theta}^{GA2}$.
4) Use $T^{VNC}$ to determine the outgoing velocity in the ecliptic frame $v_{ecl-out}^{GA1}$.
5) Compute the incoming velocity in the ecliptic frame $v_{ecl-in}^{GA2}$ and transform it back to the VNC frame.
6) Use the incoming and outgoing $v_\infty$ vectors to determine both flyby perigee radii as outlined for MGA missions.
7) From the two flyby radii, calculate the flyby constraints as previously outlined.

E. Problem Transcription Method

This section describes the method used to formulate the problem transcript, which is how each of the variables used that describe an individual solution is represented by the hybrid genetic algorithm (GA)-NLP solver. The method used to transcribe these problems is similar to those by Englander et al. [13–15,32], Gad and Abdelkhalik [17], and Abdelkhalik and Gad [18]. The problems are broken down into two sets of variables: discrete integer variables and continuous real-valued variables. A single chromosome, or solution set, then consists of two sets of variables, the integer and real-valued variables. This approach is necessary because the NLP problem solver(s) are only able to iterate on real-valued continuous variables. However, the locally optimal solutions found by the NLP solver(s) do not affect the planetary flyby order or the number of gravity assists used for a single chromosome. The genetic algorithm is then used to explore the solution space of both the integer and real-valued variables. With this approach, previously developed NLP solvers are used in conjunction with the genetic algorithm implemented for this study [19,20].

A breakdown of each integer and the real-valued variables for the MGA missions are shown in Table 1. The integer portion of the chromosome for this mission type include the number of flybys that will be performed, a variable for each flyby planet, and the final arrival planet. The maximum number of flybys was allowed to vary between one and eight. An integer code was used to specify the flyby planets as follows: values of 1 to 8 specified the planet in order from Mercury to Neptune, 9 was Pluto, and 10 indicated that user-supplied ephemeris data will be used, typically for bodies such as comets or asteroids. The arrival planet was also coded as a variable so the user could specify the final arrival planet without hard coding it into the cost function. For the missions presented in this study, the upper and lower bounds for the arrival planet are set to the same value (ensuring the arrival planet is always the same). The real-value variables for the MGA missions include the departure date, time of flight for each gravity assist, the time of flight of the final leg to the arrival planet, and two additional $\phi$ angle variables, which are only used if resonant orbit(s) are encountered.
The heart of a genetic algorithm is the stochastic simulation of natural selection, reproduction, and mutation found in natural evolution. In these simulations, genetic operators are used to "evolve" an initial population, through genetic operators, to determine the best fitness design [35]. The purpose of this section is to discuss the basics of the genetic algorithm developed for the final hybrid optimization algorithm. The genetic algorithm is responsible for the global optimization capabilities of the final algorithm.

A genetic algorithm is a stochastic optimization method based on the principles of evolution. Genetic algorithms perform a probabilistic search by evolving a randomly chosen initial population [36–38]. The population is just a series of sets of variables that are evaluated by the objective function, which was developed in the previous section. The advantage of using evolutionary methods over traditional optimization methods is that no initial solution is necessary. This helps ensure, but does not guarantee, that solutions are not confined to a single locally optimal solution. Genetic algorithms also perform well in complex nonlinear and discontinuous design spaces. Despite all the advantages, evolutionary algorithms also have a downside. They almost always require a greater number of cost function evaluations than traditional gradient-based methods, increasing the computational requirements. Additionally, evolutionary algorithms do not make use of gradients, so there is no proof of convergence. It should also be noted that genetic algorithms were developed for bound-constrained minimization problems and may not always perform well for unconstrained minimization when very large bounds are used. Many shortcomings of evolutionary algorithms are alleviated in the final hybrid algorithm. By using a local NLP gradient-based solver, the hybrid algorithm requires significantly smaller populations and provides at least locally optimal solutions.

The basic genetic operators include selection, reproduction, crossover, mutation, and elitism. The algorithm developed for this study can use a number of different user-selected selection, reproduction, crossover, and mutation methods. In a real-valued genetic algorithm (as implemented for this study), each variable is represented by either its integer or real number value. Each real and integer variable is referred to as a gene. A complete set of variables, which defines a solution to the problem, forms a complete chromosome. A single chromosome then corresponds to one member of the entire population, which can contain hundreds to thousands of chromosomes. This real-valued approach has an advantage over the traditional binary representation of variables because the real-valued variables do not have a discrete resolution. This is especially important for problems that are sensitive to small changes in the variables. For the pure GA, individual input variables include upper and lower bounds, the size of the population, and various other parameters to control the flow and output of the final optimization routine.

The first step in the evolutionary process is to use uniform random numbers to generate the initial population. This is done in a way that ensures a completely random, uniformly distributed initial population is used to start the problem. Each individual chromosome is generated using the integer and real-valued user-supplied upper and lower bounds. The process is then repeated until the entire population has been filled.

From this point, each member of the population is assigned a fitness value via a user-supplied objective function. The genetic operators are then used to generate a new population from the initial parent population. These genetic operators are crucial to the

### Table 1 Integer- and real-valued variables for the MGA problem

<table>
<thead>
<tr>
<th>Integer</th>
<th>Real-valued variables</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of gravity assists ( n )</td>
<td>Departure date ( J_0 )</td>
</tr>
<tr>
<td>Gravity-assist planet: ( P_1, \ldots, P_n )</td>
<td>Time of flight for each gravity assist: ( T_1, \ldots, T_n )</td>
</tr>
<tr>
<td>Final arrival planet ( P_f )</td>
<td>Time of flight for the final leg ( T_f )</td>
</tr>
<tr>
<td>Two ( \phi ) angle variables for possible resonant orbits</td>
<td></td>
</tr>
</tbody>
</table>

For the MGA-DSM missions, the integer variables are set up the same as MGA missions. However, the number of real valued is significantly increased. The launch requires six variables: the launch date, Earth escape velocity, departure ascension and declination angles, burn index, and the time of flight for the first leg. Each gravity assist is then defined by four variables: the time of flight for each leg, the burn index, the B-plane insertion angle, and the radius ratio. A list of each variable in the integer and real-valued parts of each chromosome is given in Table 2.

Varying the number of flybys would typically be accompanied by a change in the length of both the integer and real-valued portions of the chromosome. However, genetic algorithms and NLP solvers are not designed to deal with variable length chromosomes. To overcome this problem, the hidden gene approach [17] is used. In this approach, some variables will not have an effect on the cost function for an individual solution. These hidden genes are still operated on by the genetic crossover and mutation operations for future generations. By using this hidden gene approach, the hybrid GA-NLP solver, presented in the following section, is able to optimize the number of gravity assists and each gravity-assist planet, as well as the real-valued variables associated with each mission type.

### Table 2 Integer- and real-valued variables for the MGA-DSM problem

<table>
<thead>
<tr>
<th>Integer</th>
<th>Real-valued variables</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of gravity assists ( n )</td>
<td>Departure variables: ( J_0, V_{\infty}, \alpha_0, \beta_0, \epsilon_0, T_0 )</td>
</tr>
<tr>
<td>Gravity-assist planet: ( P_1, \ldots, P_n )</td>
<td>Time of flight for each gravity-assist leg: ( T_1, \ldots, T_n )</td>
</tr>
<tr>
<td>Final arrival planet ( P_f )</td>
<td>Burn index for each gravity-assist leg: ( \epsilon_1, \ldots, \epsilon_n )</td>
</tr>
<tr>
<td></td>
<td>B-plane insertion angle for each gravity-assist leg: ( \gamma_1, \ldots, \gamma_n )</td>
</tr>
<tr>
<td></td>
<td>Radius ratio for each gravity-assist leg: ( r_{1}, \ldots, r_{m} )</td>
</tr>
</tbody>
</table>
performance of the genetic algorithms because they enable a more fit population to be evolved from the initial population. This process continues until the genetic algorithm exit condition occurs, at which point the final population is returned. Common stopping conditions include limiting the number of generations, monitoring when the best-fit solution stops changing, or monitoring when the average cost function value approaches the population minimum. For this study, the optimization algorithm is run out until the best solutions have not changed for at least 25 generations. The sequence of operations of the core operations of the genetic algorithm is illustrated in Fig. 2. One secondary operator, elitism, is also required for the genetic algorithm. This operator simply ensures that the best-fit solution(s) are not lost from generation to generation by directly inserting the best members of the parent population into the next generation. Additional details of the genetic algorithm can be found in [20,39].

B. Nonlinear Programming Solver

Evolutionary algorithms, particularly genetic algorithms, are well suited for global optimization. However, when genetic algorithms are used to optimize MGA and MGA-DSM problems, they often only find solutions near the global optimum. Alternatively, nonlinear programming solvers typically only converge to locally optimal solutions. By modifying the genetic algorithm to use an NLP problem solver to determine locally optimal solutions, a robust global optimization algorithm can be developed. This hybrid algorithm, known as the GA-NLP optimization algorithm, is able to determine near-globally optimal solutions by combining the global convergence of the genetic algorithm with accuracy of the nonlinear programming algorithm. The proposed algorithm is able to efficiently solve complex problems by significantly reducing the population size and number of generations required to converge on near-globally optimal solutions.

The GA-NLP algorithm should only be used to optimize functions that are continuous and at least twice differentiable, at least in the neighborhood of the proposed solution. The NLP problem solver does not iterate on integer variables because this often introduces large discontinuities. The genetic algorithm is used exclusively to optimize integer variables. These properties make optimizing both high- and low-thrust mission design problems good candidates for the proposed GA-NLP optimization algorithm.

The NLP problem solver implemented in the hybrid algorithm is based on the UNCMIN optimization algorithm, originally written in FORTRAN 77 and introduced in [40,41]. This algorithm is a quasi-Newton algorithm based on steepest descent methods, which require only the objective function values. However, to improve convergence and runtimes, this algorithm does allow user-supplied gradient and Hessians. The NLP algorithm implemented in the hybrid algorithm is an updated version of the original UNCMIN algorithm written in Fortran 90. Additional information on this algorithm can be found in [40,41].

As implemented, the UNCMIN algorithm is an extremely modular system of algorithms capable of multiple step selection strategies and multiple derivative calculation techniques (for both first- and second-order derivatives). First-order derivatives can be calculated analytically, or by forward or central finite difference. The second derivative Hessian matrix can be calculated analytically, with a Broyden–Fletcher–Goldfarb–Shanno (BFGS) approximation [42–45], or by finite difference. The BFGS method approximates the Hessian from gradient information and is often used in quasi-Newton methods.

C. Hybrid Algorithm Implementation

The final hybrid GA-NLP algorithm is able to achieve significant performance increases, in terms of algorithm efficiency, over the standard GA implementation. This is possible because individual population member is a optimized with the NLP problem solver rather than simply evaluating the cost function and relying on the GA for the entire optimization process. Through this process, the GA-NLP algorithm is able to combine the global convergence properties of the genetic algorithm with the local solution accuracy of the nonlinear programming solver. A flowchart of the hybrid GA-NLP algorithm is shown in Fig. 3. This algorithm flow is similar to the genetic algorithm, except the cost function evaluation step has been replaced by the NLP optimization step. In this step, a driver for the NLP problem solver is called to set the NLP user inputs for the particular problem. The NLP problem solver then determines a locally optimal solution and outputs the results to the genetic algorithm. After this, the genetic operators create a new population and the process is continued until the algorithm exits and outputs the final results.

IV. MGA and MGA-DSM Mission Design Examples

Optimal trajectories are determined for two example missions to test the performance of the GA-NLP problem solver. An MGA mission to Jupiter will first be analyzed. The reference mission is NASA’s Galileo mission, which used three gravity assists to reach Jupiter. The entire heliocentric trajectory from Earth departure up to the Jupiter orbit insertion burn is modeled. The second mission optimized is an MGA-DSM mission to Saturn. This mission is close to the Cassini mission, which performed a total of four flybys before arriving at Saturn. The first two were at Venus, whereas the second and third flybys were at Earth and Jupiter, respectively. The MGA-DSM model is necessary for this mission because sufficient trajectories cannot be found with the MGA model. The total required $\Delta V$ can be significantly reduced by using the large deep-space maneuver(s) calculated with the MGA-DSM model. This mission is an ideal
candidate to test the performance of the GA-NLP optimizer because it is known to be one of the most difficult impulsive thrust missions to determine optimal trajectories [12, 30, 32].

A. Galileo Mission

Galileo was launched on 18 October 1989 on a mission to explore Jupiter. The spacecraft was launched from the Space Shuttle Atlantis using a internal upper stage. The combination of the spacecraft’s high mass, which was over 2700 kg, and the Centaur upper stage placed tight constraint on the achievable Earth escape energy, or $C_3$ (which is simply $v_C^2$). With the launch vehicle constraints, Galileo was forced to make use of interplanetary gravity assists to achieve sufficient energy to reach Jupiter. Three gravity assists were used: the first at Venus and the second two at Earth. The optimal solution had complicated by the use of a two-year resonant orbit between the two Earth gravity assists. The mission sequence flown by the Galileo spacecraft is often referred to as the Venus–Earth–Earth gravity-assist mission.

The Galileo mission is difficult to reproduce because of the two-year resonant orbit between the two Earth flybys. Solutions to Lambert’s problem are unable to determine solutions when the orbits are colinear. Therefore, an alternate formulation to determine the flyby trajectories is used when the time of flight between two identical planets is within ±2 days of a resonant orbit [31]. This allows the MGA algorithm to determine resonant orbits for any solutions during the optimization process. For this example mission, the GA-NLP optimization algorithm is able to determine an optimal trajectory with a two-year resonant orbit when the Earth–Venus–Earth–Earth–Jupiter (VEVEEJ) flyby sequence was chosen by the algorithm approximately 100% of the time.

For this mission only, the $\Delta V$ required by the spacecraft was optimized. The Galileo mission had an upper $C_3$ limit of 17 km/s$^2$. Trajectories with a $C_3$ above 17 km/s$^2$ required an additional $\Delta V$ from the spacecraft. The objective function was also formulated to include the launch $\Delta V$ (only if the required $C_3$ was above 17 km/s$^2$), the $\Delta V$ required for each gravity assist, the final orbit Jupiter insertion $\Delta V$, and any penalties associated with the flyby perigee radii and low-energy flybys. The arrival insertion burn was used to insert the spacecraft into a highly elliptical trajectory around Jupiter. The same Jupiter insertion orbit as the Galileo mission was used, with an eccentricity of 0.998 and a perigee radius of 286,000 km (the apogee was 10,776,000 km) [10].

To determine optimal trajectories for the Earth to Jupiter mission, the GA-NLP algorithm was used to determine the number of flybys, as well as the flyby order, launch date, and times of flight for each gravity-assist leg of the trajectory. To ensure that the algorithm only optimized an individual flyby order once, each optimal solution was saved. If the algorithm attempted the same flyby sequence again and the current solution had a cost function value greater than the saved trajectory optimal solution, the solution was thrown out. This simple check was performed by the objective function, so no modification of the general GA-NLP problem solver was necessary. If a solution was duplicated, and it was less optimal than the saved solution, the objective functions assigned a large value to the trajectory and the algorithm effectively ignored the solution by removing its genetic material from the population. This ensured that the algorithm determined a new flyby order each time the GA-NLP algorithm was called. The algorithm tested thousands of flyby orders during each run, but it typically converged on a particular flyby order with a few generations. This process was then repeated a few times, typically two to three, in order to reduce the chance that the algorithm converged on a local minimum for a given flyby sequence. In this way, a significant number of flyby orders could be analyzed during each run, but only one flyby order list was found by the end of the runs.

Through extensive testing, it was determined that a population size of 50 was sufficient for the GA-NLP algorithm to determine near-optimal trajectories for each flyby sequence. The algorithm was run until no significant change ($10^{-5}$) in the mission solution had occurred for 25 generations. In a given flyby sequence, a solution would typically converge within 250 generations. The GA-NLP algorithm was run dozens of times to determine unique optimal trajectories.\textsuperscript{1} The total execution time for the entire search, when utilizing parallel processing on the CPU, was approximately 2 h on a standard Dell T3500 workstation with an Intel Xenon W3520 2.67 GHz processor.

The variable limits for the launch date, number of flybys, flyby planets, and times of flight are shown in Table 3. For this mission, up to eight gravity assists were allowed, ranging from Mercury to Mars. A five-year launch window was searched, ranging from 1 January 1988 to 31 December 1992. Each time of flight for the flyby trajectory legs was allowed to range from 25 to 1500 days. Many of the missions found could only be considered Galileo-like missions because a total time-of-flight limit was not imposed. However, all of the top 10 trajectories found had a time of flight under 9 years. Trajectories with a large number of gravity assists had potential times of flight up to 32 years.

The top 10 mission architectures found during the search are shown in Table 4. In addition to finding a mission close to the Galileo Earth–Venus–Earth–Earth–Jupiter flyby sequence, two other missions were found with a required spacecraft $\Delta V$ under 600 m/s. The best sequence found had four flybys [Earth–Venus–Venus–Earth–Earth–Jupiter (EVVEEJ)] and a time of flight of only 4.7 years. However, the optimal launch date required a $C_3$ of approximately 17 km/s$^2$, which was near the maximum the Centaur upper stage could achieve with the Galileo spacecraft. The launch window for this mission scenario occurred in March of 1988, which was approximately 1.5 years earlier than the launch date of the actual mission. This mission required a $\Delta V$ that was approximately 8 m/s less than the actual Galileo flyby order, which was well with the margin of error for preliminary mission analysis. A third possible mission, which required a total $\Delta V$ of approximately 600 m/s, or about 40 m/s more than the calculated Galileo trajectory, was also found. This trajectory replaced the first Earth gravity assist with Venus to form an EVVJH flight sequence.

The calculated trajectory is compared to the actual trajectory in Table 5. The results of the GA-NLP algorithm are extremely close to the actual mission shown, with two notable differences. The launch date found is approximately two and half weeks later than the actual mission, which is still within the 41-day launch window for Galileo [10]. Additionally, the final Jupiter arrival date is approximately 5 weeks earlier than the actual trajectory. Overall, the mission found by the GA-NLP algorithm is sufficient for preliminary mission analysis of the Galileo mission, with any differences likely due to differences in the patched conic and n-body gravity models. The final itinerary for the optimized Galileo trajectory is shown in Table 6.

This trajectory has a required launch where $C_3$ is approximately 13.5 km/s$^2$, which is the known optimal for the Galileo mission [10]. The total $\Delta V$ required by the spacecraft is approximately 560 m/s. As shown by the flight itinerary, the trajectory is ballistic after launch, requiring no large maneuvers before the Jupiter orbit insertion burn. The final trajectory would likely require a few small course trajectory correction maneuvers, but this would be part of the high-fidelity mission analysis performed after the initial trajectory has been determined. At the second Earth flyby, the spacecraft passes within approximately 300 km of the Earth. At first, this altitude appears alarming, but it is nearly the same flyby altitude of the actual trajectory. The other two flyby altitudes are also close to the altitudes of the actual trajectory. When the spacecraft arrives at Jupiter, an orbit insertion burn of 558 m/s is required. This is approximately 70 m/s

\begin{table}[h]
\centering
\caption{Problem bounds for Earth-to-Jupiter MGA mission}
\begin{tabular}{cccccc}
\hline
$N_{\text{GA}}$ & $p_i$ & $T_0$ & $T_i$ & $\phi_{\text{f,2}}$ \\
\hline
$U_b$ & 8 & 4 & 31 December 1992 & 1500 & 2\pi \\
$L_b$ & 2 & 1 & 1 January 1988 & 25 & $-2\pi$ \\
\hline
\end{tabular}
\end{table}

\textsuperscript{1}Evolutionary algorithms rarely converge on the optimal solutions with a single run, so multiple runs were used to increase the likelihood that the real optimal solution was found.
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<table>
<thead>
<tr>
<th>Sequence</th>
<th>( \Delta V ), km/s</th>
<th>Launch date</th>
<th>TOE years</th>
</tr>
</thead>
<tbody>
<tr>
<td>EVVEEJ</td>
<td>0.550</td>
<td>22 March 1988</td>
<td>4.7</td>
</tr>
<tr>
<td>EVVEEJ</td>
<td>0.558</td>
<td>4 November 1989</td>
<td>6.4</td>
</tr>
<tr>
<td>EVVEJ</td>
<td>0.599</td>
<td>12 May 1988</td>
<td>6.0</td>
</tr>
<tr>
<td>EMVEEJ</td>
<td>0.937</td>
<td>7 October 1992</td>
<td>6.5</td>
</tr>
<tr>
<td>EVEMJ</td>
<td>0.956</td>
<td>3 October 1989</td>
<td>4.9</td>
</tr>
<tr>
<td>EMEMJ</td>
<td>1.085</td>
<td>9 October 1992</td>
<td>8.8</td>
</tr>
<tr>
<td>EMEMEJ</td>
<td>1.222</td>
<td>10 April 1991</td>
<td>8.3</td>
</tr>
<tr>
<td>EVMEMVEJ</td>
<td>1.283</td>
<td>23 August 1991</td>
<td>4.5</td>
</tr>
<tr>
<td>EEMEMJ</td>
<td>1.300</td>
<td>5 July 1991</td>
<td>7.8</td>
</tr>
<tr>
<td>EEMEEJ</td>
<td>1.324</td>
<td>14 June 1991</td>
<td>8.1</td>
</tr>
</tbody>
</table>
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required to find the optimal solutions. This requires long runtimes, on
the order of multiple days, because the NLP problem solver is called
tens of thousands of times per generation. To improve the overall
program efficiency, an alternate two-step formulation is used to deter-
mine optimal MGA and alternate MGA-DSM trajectories.
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Therefore, initial trajectory candidates can be determined from
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less than the 630 m/s burn performed by the Galileo spacecraft for
the Jupiter orbit insertion. This trajectory model assumes impulsive
burns, so the actual required \( \Delta V \) will likely be larger than the
calculated values because gravity losses and engine inefficiencies are
not taken into account. The final trajectory for the optimal Galileo
mission is shown in Fig. 4.

### B. Cassini Mission

The second example is to reproduce the Earth to Saturn Cassini
trajectory. This trajectory required at least one large deep-space
maneuver, so the final mission had to be modeled with the MGA-
DSM model. Cassini was launched on 15 October 1997 and per-
formed four flybys [Earth–Venus–Venus–Earth–Jupiter–Saturn
(EVVEEJS)] before entering a highly elliptical Saturn orbit on
1 July 2004. Like Galileo, the Cassini mission required the use of
gravity assists to gain the required energy to reach the outer planets.
Without at least one deep-space maneuver, an affordable low-\( \Delta V \)
mission trajectory could not be determined. Therefore, determining a
trajectory to Saturn that had a required spacecraft \( \Delta V \) of approxi-
ately 1 km/s required the MGA-DSM model.

The final hybrid algorithm is able to determine optimal solutions
for both the Galileo and Cassini missions. However, for the MGA-
DSM problems, large populations (on the order of 25,000–50,000) are
required to find the optimal solutions. This requires long runtimes, on
the order of multiple days, because the NLP problem solver is called
tens of thousands of times per generation. To improve the overall
program efficiency, an alternate two-step formulation is used to deter-
mine optimal MGA and alternate MGA-DSM trajectories.

The idea behind the MGA-DSM model is that the total required
\( \Delta V \) can be reduced, when compared to standard MGA missions.
Therefore, initial trajectory candidates can be determined from
optimal MGA missions. A search for the MGA Earth to Saturn mis-
sion is first performed, using the same search algorithm as the Galileo
MGA search (as before, only the actual required spacecraft \( \Delta V \) is

minimized). The results from this search are then used as the inputs to
optimize the MGA-DSM missions with the GA-NLP algorithm. The
launch dates and times of flight from the MGA search are used to
determine the neighborhood in which the MGA-DSM search will be
performed. The launch date is limited to ±45 days of the optimal
MGA launch date, and the times of flight are limited to ±15% of the
optimal MGA mission. An outline of the basic search strategy is
shown in the following. Using this search strategy, the total execution
time for the entire parallel search algorithm is approximately 6 h on
the same Dell T3500 workstation as before:

1) Simple GA: determine gravity-assist order
   a) Population: 50
   b) Maximum generations: 2500
   c) Variable bounds: completely open
2) GA-NLP: Determine final optimal solution
   a) Flyby order is given from the GA-NLP MGA search
   b) Solution neighborhood for the launch date and flight times is
      also given from the GA-NLP MGA search
   c) The additional MGA-DSM variable bounds are left com-
      pletely open.
   d) Population: 50
   e) Maximum generations: 2500

The additional bounds for the MGA-DSM search are given in
Table 7. The bounds for the initial MGA search are the same as those
for the Galileo mission, except launch dates are limited from
1 January 1997 to 31 December 1999. Additionally, an upper \( C_3 \) of
18.1 km²/s² is used, which is the \( C_3 \) of the actual Cassini mission. If
the launch dates are not constrained close to the actual Cassini
mission, the algorithm converges on a solution with an EVVEJS
flyby sequence requiring a \( \Delta V \) of approximately 750 m/s. Unfortu-
ately, the launch date for this trajectory occurs approximately 2
years before the Cassini launch.

The final GA-NLP algorithm and search strategy outlined previ-
ously were able to reproduce the optimal Cassini trajectory. However,
on approximately 50% of the runs, the initial MGA search converged
on an alternate optimal flyby sequence. None of these alternate
sequences produced MGA-DSM results better than the optimal
Cassini trajectory. To overcome this, the top 10 MGA sequences were
checked to ensure that all of the best flyby sequences were tested. A
list of the optimal MGA Earth to Cassini trajectories candidates is
shown in Table 8. This list is a compilation of five runs of the search
algorithm. The optimal mission found for an EVVEJS flyby
sequence had a total required \( \Delta V \) of approximately 1.6 km/s, which
was approximately 600 m/s more than the actual Cassini trajectory.
Four solutions were found on some of the runs that have a required
spacecraft \( \Delta V \) lower than the optimal EVVEJS MGA mission. When
these missions were analyzed using the MGA-DSM model with the
GA-NLP problem solver, the best mission found was the EVVEJS
flyby sequence, which is the same used in the actual Cassini mission.
A comparison of the final results with the actual Cassini trajectory
is shown in Fig. 4. As this table shows, the two trajectories are
nearly identical, with the optimal trajectory having a required \( \Delta V \)
slightly lower than the actual trajectory. Both trajectories have a large
(approximately 450 m/s) deep-space maneuver during the Venus-to-
the actual mission targeted an initial tour of Saturn approximately 1 month later than the actual mission. This is likely because the estimation point for the optimal trajectory is for the actual mission is within 6 m/s of the optimal solution, which is well within the acceptable margins of error for preliminary mission analysis. However, the final arrival date for the optimal trajectory is approximately 1 month later than the actual mission. This is likely because the actual mission targeted an initial tour of Saturn’s moons, which is not part of this analysis. The final trajectory is shown in Figs. 5a and 5b. Another likely contribution for this difference is that Saturn’s sphere of influence is very large because of its large mass and distance from the sun.

### Table 8: Top 20 candidates for the Earth to Saturn MGA Missions

<table>
<thead>
<tr>
<th>Sequence</th>
<th>( \Delta V_{\text{c}, \text{km/s}} )</th>
<th>Launch date</th>
<th>TOF, years</th>
</tr>
</thead>
<tbody>
<tr>
<td>EVMVVMVES</td>
<td>1.305</td>
<td>19 January 1998</td>
<td>10.6</td>
</tr>
<tr>
<td>EVVEVES</td>
<td>1.307</td>
<td>8 February 1998</td>
<td>12.6</td>
</tr>
<tr>
<td>EVVVEVES</td>
<td>1.411</td>
<td>19 February 1998</td>
<td>8.4</td>
</tr>
<tr>
<td>EVMEMVES</td>
<td>1.524</td>
<td>18 January 1998</td>
<td>11.6</td>
</tr>
<tr>
<td>EVVEVS</td>
<td>1.587</td>
<td>20 October 1997</td>
<td>7.3</td>
</tr>
<tr>
<td>EVEMES</td>
<td>1.619</td>
<td>1 March 1998</td>
<td>7.5</td>
</tr>
<tr>
<td>EVVES</td>
<td>1.678</td>
<td>28 August 1997</td>
<td>9.0</td>
</tr>
<tr>
<td>EMVES</td>
<td>1.717</td>
<td>26 July 1999</td>
<td>9.1</td>
</tr>
<tr>
<td>EMEMVES</td>
<td>1.735</td>
<td>3 August 1997</td>
<td>11.0</td>
</tr>
<tr>
<td>EVMES</td>
<td>1.764</td>
<td>27 July 1997</td>
<td>11.0</td>
</tr>
</tbody>
</table>

### Table 9: Results for the Cassini mission compared to the actual results

<table>
<thead>
<tr>
<th>Planet</th>
<th>Actual Cassini</th>
<th>GA-NLP optimal</th>
</tr>
</thead>
<tbody>
<tr>
<td>Launch Date</td>
<td>6 October 1997</td>
<td>8 October 1997</td>
</tr>
<tr>
<td>( C_3 ), km²/s²</td>
<td>18.1</td>
<td>18.0</td>
</tr>
<tr>
<td>DSM1, km/s</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Venus flyby</td>
<td>21 April 1998</td>
<td>23 April 1998</td>
</tr>
<tr>
<td>Venus flyby 2</td>
<td>20 June 1999</td>
<td>21 June 1999</td>
</tr>
<tr>
<td>DSM3, km/s</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Earth</td>
<td>16 August 1999</td>
<td>17 August 1999</td>
</tr>
<tr>
<td>DSM4, km/s</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Jupiter</td>
<td>30 December 2000</td>
<td>6 January 2001</td>
</tr>
<tr>
<td>DSM5, km/s</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Saturn</td>
<td>1 July 2004</td>
<td>2 August 2004</td>
</tr>
<tr>
<td>Insertion burn, km/s</td>
<td>0.613</td>
<td>0.607</td>
</tr>
<tr>
<td>Total ( \Delta V ), km/s</td>
<td>1.079</td>
<td>1.051</td>
</tr>
</tbody>
</table>

C. Performance of the GA-NLP Problem Solver

With optimal trajectories for both the Galileo and Cassini missions found by the GA-NLP algorithm, it is useful to examine the performance of the algorithm in determining the optimal MGA and MGA-DSM mission. For the Galileo mission, the algorithm was used to determine the top 20 mission candidates, including the number of flybys and all the decision variables for the mission. This test was then run up to 10 times, with the random number generated seeded with a different value each time, in order to determine how often the algorithm converges on the optimal solution. For each of the runs, the top five candidates from the GA-NLP algorithm were identical. The performances of both the standard genetic and GA-NLP algorithms for the Galileo mission are listed in Table 10. As this table shows, the standard genetic algorithm was able to determine the optimal Galileo mission 60% of the time, whereas the hybrid GA-NLP algorithm was able to converge on the optimal solution every time. It should be noted that, to determine the Galileo mission with the standard genetic algorithm, all constraints were added directly to the cost function. The standard genetic algorithm required significantly larger populations and more generations to converge: 1500 and 1000, respectively. Alternatively, the GA-NLP typically converged in 200–250 generations with a population size of only 50.

The GA-NLP algorithm was unable to converge on the optimal solution 100% of the time for the Cassini mission. With an 80% convergence rate, the algorithm should have been run several times to ensure that the optimal solution was found. However, the standard genetic algorithm was unable to converge on the optimal solution for this type of mission. With a population size of 100,000, that was allowed to evolve for 500 generations, the best solution the standard genetic algorithm was able to obtain was approximately 1.3 km/s [19]. Therefore, when compared to standard genetic algorithms, the GA-NLP algorithm was able to obtain significantly better performance for MGA-DSM missions, in terms of both determining optimal solutions and efficiency.

V. Conclusions

It has been shown that optimal preliminary interplanetary mission trajectories, with multiple possible gravity assists, can be determined with the proposed GA-NLP optimization algorithm. The GA-NLP algorithm combines a genetic algorithm with a nonlinear programming solver to robustly and efficiently determine near-optimal solutions to both MGA and MGA-DSM trajectories. In addition to the standard MGA and MGA-DSM models, a method to determine resonant orbits has also been implemented. This method allows the
MGA model to be extended to include missions where resonant orbits result in lower ΔV missions. The hybrid algorithm is able to determine the number of gravity assists, as well as the flyby order, to determine optimal trajectories for each of potential mission. With this approach, thousands of possible trajectory combinations can be tested, ensuring that optimal flyby sequences are found. This GA-NLP-based search has been applied to both the Galileo and Cassini missions to produce near-optimal solutions for both test cases. For both missions, the trajectory found has a lower ΔV requirement than the actual mission flown.

This new GA-NLP hybrid-based search tool can be used for preliminary mission analysis of complex MGA and MGA-DSM missions. By using this optimization algorithm, complex missions can be analyzed on standard workstations without prior knowledge of the mission structure. This includes the number of flybys and possible flyby sequences. By using the GA-NLP algorithm, nonintuitive missions can be found that may be overlooked during typical preliminary mission studies.
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